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Evolution of Cloud-
Native Storage
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Direct Attached Storage

DAS

Network Attached Storage

NAS

Storage Area Network

SAN

Still very much here today…

Pre-Cloud Native – How we got here?

Fibre 
Channel
iSCSI

SMB
NFS
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Early Cloud Native Storage 
Cloud Native Storage ≠ Just Kubernetes

Storage evolution:
• From hardware-centric → API-driven
• From manual → Automated/Managed
• From fixed → Pay-as-you-go
• From limited scale → Infinite scale

2006
Amazon S3 launch

Object storage
API-first

Pay-as-you-go

2008/09
Amazon EBS & RDS
Managed services

Block & DB
Automation

2013
Docker era
Containers

Local volumes
Volume mounts

2015
Kubernetes

In-tree
Storage
Plugins

2017
CSI design
(External)
Storage

Interface
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Kubernetes as a Catalyst, Not the Centre
One of the platforms that drove cloud-native storage evolution

Data on Kubernetes 2024
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Maturing Kubernetes
From stateless to stateful

Sources
1 DoK Community 2022, Data on Kubernetes Report
2 Datadog 2023, 10 Insights on Real-World Container Use 
 

TODAY

90%
Kubernetes ready for 
for stateful workloads1

14%
started adopting 
2+ years ago1

“Cattle”
Persistent Volumes

Stateful Sets GA
CSI Alpha

Volume Snapshot GAPet Sets 
Alpha

CSI GA
Operator Framework

Data Service
Maturity

Stateless applications Stateful applications and capabilities

41%
Databases are the

leading workload
category for containers2
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The Evolution of Data On Kubernetes

Data on Kubernetes Report 2024
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Kubernetes is just another platform
It’s Compute, Networking & Storage

Compute

Networking

Storage
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Cloud providers followed and enabled storage for Cloud 
NativeAbstracting complexity, enabling innovation

1. Infrastructure abstraction
• From: Physical storage planning
• To: API call and console clicks

2. Management abstraction
• From: Storage admin expertise required
• To: Developer-friendly interfaces

3. Integration abstraction
• From: Complex storage orchestration
• To: Managed services integration

Cloud providers simplified storage through code-first management, unified access, automation, and native integrations.
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How many people are running Stateful workloads within the cluster? 
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Cloud Native 
Building Blocks
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CSI (Container Storage Interface)
Containerised storage plugin deployed using standard Cloud Native primitives

kube apiserver

External Component
Kubernetes Team

External Provisioner

External Attacher

Driver Registrar

External Component
Storage Vendor

CSI Identity

CSI Controller

CSI Node

External Storage
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Ecosystem
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The Cloud Native Storage Landscape
A diverse vending machine of options
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Want to know more about the Data Services ecosystem?
Shameless Plug
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Now, New, Next…
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Cloud Native Deployment Patterns
Multiple paths to providing data persistence

Application using data services 
outside of Kubernetes

Data services in Kubernetes – 
separate from Application

Application includes 
data services – all in Kubernetes

Kanister.io
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VMs on Kubernetes

Recent Innovations 

Workflow Convergence
Converging VM management into container 
management workflows

Using the same tooling (kubectl) for 
containers and Virtual Machines

Keeping the declarative API for VM 
management (just like pods, deployments, 
etc…)
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Kubernetes 1.32 introduces Change Block Tracking (CBT) 

Recent Innovations 

Storage efficiency in cloud-native 
environments

Reduces costs and improves performance

CBT requires updates to CSI drivers

CBT ensures data is encrypted during transfer

Available as an alpha feature
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What else came with Kubernetes 1.32 (December 2024)

Automatic Deletion of PVCs for StatefulSets

Dynamic Memory-Backed Volume Sizing

Recovery from Volume Expansion Failures

Enhancements to Dynamic Resource Allocation (DRA)

Volume Group Snapshot
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Kubernetes 1.33 (maybe)
Things are not slowing down

KEP-4876 – Mutable CSINode Allocatable Property 

KEP-3314 – CSI Changed Block Tracking
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Future Directions
What might we see in the cloud native storage space futures?

Event-driven storage (auto-provisioned, short-lived volumes)

AI-native storage solutions (e.g., AI-driven storage tiering, caching)

Decentralized storage architectures (IPFS, blockchain-backed storage)

Confidential computing (encryption-in-use to prevent unauthorized access)

Storage is becoming more intelligent, ephemeral, and regulation-aware.
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Resources



Follow us! Join the community hub:
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